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Current status of all-particle flux
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Energy scale uncertainty vs. all-particle flux (iv)
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Figure 11: Comparison of flux measurements scaled by E3. Only statistical errors are shown.
Shown are the data of AGASA [163, 278], Akeno [33, 224], Auger [167], Fly’s Eye [276, 32],
Haverah Park [277], HiRes-MIA [225, 226], HiRes Fly’s Eye [227], MSU [279], SUGAR [275],
and Yakutsk [280]. Yakutsk T500 (trigger 500) refers to the smaller sub-array of the experi-
ment with 500m detector spacing and T1000 (trigger 1000) to the array with 1000m detector
distance. The data of the MSU array are included to show the connection of the high-energy
measurements to lower energy data covering the knee of the cosmic-ray spectrum.
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Figure 12: Flux of UHECRs as measured with the four detectors that have the largest
exposures, namely Yakutsk [280] AGASA [163, 278], Auger [167], and HiRes [227]. Left panel:
Cosmic-ray spectra as derived by the Collaborations using the calibration of the detectors.
Right panel: Cosmic-ray spectra after re-scaling of the energy scale of the experiments to
obtain a common position of the dip, from [281, 282]. The nominal energy scales of the
experiments have been multiplied by 1.2, 1.0, 0.75, 0.625 for Auger, HiRes, AGASA, and
Yakutsk, respectively.
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(Berezinsky, J. Phys. Conf. Ser., 2008)

Good agreement between different experiments if energy is shifted



Energy scale uncertainty vs. all-particle flux (ii)
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Comparison with the HiRes stereo spectrum
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Comparison with the HiRes stereo spectrum
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Auger combined spectrum:
      22% sys. uncertainty

HiRes stereo spectrum:
      17% sys. uncertainty

Total energy shift ~25%



Energy scale uncertainty vs. all-particle flux (iii)
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Comparison with other measurements
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Comparison with other measurements
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HiRes I & II mono spectra:
      17% sys. uncertainty

Total energy shift ~20%

Auger combined spectrum:
      22% sys. uncertainty



Energy scale uncertainty vs. all-particle flux
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The combined Auger energy spectrum
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9. Fitting the spectrum

The implications of our spectrum measurement can
be explored using a toy model of UHECR. In this
model, there are two types of sources, galactic and ex-
tragalactic. We choose the galactic sources to be con-
sistent with the HiRes/MIA and HiRes stereo compo-
sition measurements [22,23]: we assign the iron com-
ponent of the cosmic ray flux to be galactic [27]. This
assignment is consistent with the expectation that the
highest energy galactic cosmic rays should be those of
the highest charge. The proton component we take to
be extragalactic.
To describe the extragalactic cosmic rays, we as-

sume that all sources have the same power law spec-
trum, and that cosmic rays lose energy in propagat-
ing to the earth by pion and e+e− production from
the CMBR photons, and by the cosmological red shift
[28]. The sources are assumed to be uniformly distrib-
uted and to evolve in density by (1+z)m. Fig. 9 shows
our spectrum result with the best fit superimposed on
it. The fitted values m and of −γ , the spectral slope
of the spectrum at the source, are m = 2.6± 0.4 and
−γ = 2.38± 0.05.

Fig. 9. E3 times the UHECR Flux. Results from the HiRes-I (red
squares) and HiRes-II (black circles) detectors are shown. Also
shown is a fit to a model described in the text. The 1σ upper limits
for two empty bins of each HiRes spectra are also shown.

10. Summary

We have measured the flux of ultrahigh energy cos-
mic rays from 1.6× 1017 eV to over 1020 eV. Our ex-
periment detects atmospheric fluorescence light from
cosmic ray showers and performs a calorimetric mea-
surement of cosmic ray energies. We perform calibra-
tions of our detector and measure the light-scattering
properties of the atmosphere. The total systematic un-
certainty in our spectrum measurement averages 31%.
In our energy range we observe two features in the

UHECR spectrum visible through changes in the spec-
tral power law. We observe the ankle at 3× 1018 eV.
We also have evidence for a suppression at a higher
energies, above 6× 1019 eV.
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dE
∼ (1+ z)m E−β

m = 2.6±0.4

β = 2.38±0.05

(HiRes, Phys. Lett. B, 2005)
(Auger, ICRC 2009)

Physics interpretation only possible if sys. uncertainty of flux will be reduced



Recap of energy assignment to showers
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Method of constant
intensity cuts
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Figure 4.3: Intensity,i.e. number of events above a certain S(1000m), versus S(1000m) for equal cos2 θ
intervals, assuming a simple power law behavior (Eq. (4.2.1)). The data points under the dashed line
are not used in the fit.

4.2 S(1000 m) integrated spectra

To observe any change with energy of the zenith angle dependency of S(1000 m) it is instructive
to look at the integrated spectra for different zenith angles. All changes of the spectral
indices in the cosmic ray differential flux are reflected also in S(1000 m) distributions. A first
estimation of spectral features can be made.

In Fig. 4.3(a) the intensity as a function of S(1000 m) for different zenith angles is shown. The
expected dependency of the energy on the shower size is a simple power law. In the hypothesis
that there are no spectral features expected in the energy spectrum, the data should be well
described by

f1(Si, k) = ζ(k)Sγ1(k)
i (4.2.1)

where k defines equal-cos2 θ intervals. Moreover, assuming that the attenuation curve is
constant with energy then γ1(k) should be the same for all zenith angle intervals.

For each zenith angle interval k, ζ(k) and γ1(k) were obtained. The intensity, scaled with
S(1000 m)2 to enhance eventual spectral features is shown in Fig. 4.3(b). As expected there
are 2 deviations from the power law, first in the region of 10− 20 VEM, and the second at
40− 60 VEM, which are the equivalent of the ankle and the flux suppression in the cosmic
ray flux.

A broken power law is more appropriate to describe the S(1000m) spectra

f2(Si, k, I0(k)) =







ζ(k) Sγ1(k)
i for Si < S(I0(k))

ζ(k)
γ2(k)
γ1(k) I0(k)

1−
γ2(k)
γ1(k) Sγ2(k)

i for Si > S(I0(k)),
(4.2.2)

where I0(k) is the break position. To avoid the last change of the spectral index, due to the
flux suppression, data points having an intensity lower than 250 events are rejected in the fit.
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(a) broken power law fit (34◦ < θ < 39◦)
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(b) broken power law fit
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Figure 4.4: Intensity above a certain S(1000m) versus S(1000m) for equal cos2 θ intervals.

Any change of the indices of the power laws with the zenith angle, or of the break intensity
will result in an energy dependent attenuation curve.

The first power law index varies mainly because of the trigger threshold behavior with zenith
angle, described in Section 7.1. The zenith angle bin where the threshold saturation is achieved
first is for θ ≈ 35◦. The scaled intensity versus S(1000 m) of this zenith angle bin is shown
in Fig. 4.4(a). The spectrum for this zenith angle will be used as default one for the next
analysis.

The first step is to fix the slopes γ1(k) and γ2(k) to standard values and let the break position
I0(k) vary as a parameter. The result is shown in Fig. 4.4(b). The intensity (marked with
black crosses) is dependent on zenith angle. This indicates that there is a slope difference at
large S(1000 m) values for the different equal cos2 θ spectra.

The next step is to fix I0 and only γ2, the spectral index at high S(1000 m), is a free
parameter in the minimization. γ1 is fixed to avoid threshold effects (Fig. 4.5(a)). The
second slope at large S(1000 m) as a function of zenith angle is shown in Fig. 4.5(b). The
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S38◦ = S(1000)/CIC(θ)

CIC(θ) = 1+ax+bx2

x = cos2 θ− cos2 38◦

a = 0.90±0.05
b =−1.26±0.21

(Auger, ICRC 2009)



Fluorescence-to-surface detector cross-calibration
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Energy uncertainty from
cross-calibration procedure:
•   7% at 1019 eV
• 15% at 1020 eV

Will improve with increased 
hybrid statistics
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Fig. 6. Correlation between lg S38 and lg EFD for the 795 hybrid
events used in the fit. The line represents the best fit.

described in [19]. Additionally, the wavelength depen-

dent response of the fluorescence telescopes (3%), the

uncertainties on measurements of the molecular optical

depth (1%), on the measurements of the aerosol optical

depth (7%) and on multiple scattering models (1%)

are included in the overall systematic uncertainty. The

invisible energy correction contributes 4% to the total

systematic uncertainty of 22% [20].

V. OUTLOOK

The energy calibration of the surface detector array

was obtained with measurements of the fluorescence

telescopes and a detailed study of the uncertainties

was given. Several activities are on-going to reduce the

systematic uncertainties of the energy estimate, e.g. the

longitudinal profile reconstruction method and the un-

certainty of the fluorescence yield. The spectrum derived

from data of the surface detector array is calibrated using

the method presented in this paper and compared with

a spectrum based on measured hybrid data in [21].
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by correcting the electromagnetic energy Eem, detected

by fluorescence telescopes. The factor finv is determined

from shower simulations to obtain the total shower

energy EFD = finv Eem. The invisible energy correction

is based on the average for proton and iron showers

simulated with the QGSJet model and sums up to about

10% at 10 EeV . The neutrino and muon production

probabilities have energy dependencies due to the meson

decay probabilities in the atmosphere. Thus, the factor

finv depends on the energy for different hadronic inter-

action models and is also subject to shower-to-shower

fluctuations [18].

The statistical uncertainties, σEFD
, of the total en-

ergy, EFD, measured by the fluorescence telescopes

is composed of the statistical uncertainty of the light

flux, σflux, the uncertainty due to the core location and

shower direction, σgeo, the uncertainty on the invisible

energy correction, σinv and the uncertainty related to

the measured VAOD profile, σatm. The total relative

uncertainty is about σEFD
/EFD = 9% as shown in

figure 5 and does not depend strongly on the energy.

III. CALIBRATION CURVE

The relation of S38 and EFD for the 795 hybrid

selected events in the energy region where the surface

detector array is fully efficient, E ≥ 3 EeV , is well
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described by a power-law function,

E = a Sb
38, (1)

as shown in figure 6. The results of a fit to the data are

a = (1.51 ± 0.06(stat)± 0.12(syst))× 1017 eV,

b = 1.07 ± 0.01(stat) ± 0.04(syst),

with a reduced χ2 of 1.01. S38 grows approximately

linearly with energy. The root-mean-square deviation of

the distribution is about 17% as shown in figure 7, in

good agreement with the quadratic sum of the statistical

uncertainties of S38◦ and EFD. The calibration accuracy

at the highest energies is limited by the number of

recorded showers: the most energetic selected event

is about 6 × 1019 eV. The calibration at low energies

extends below the range of interest.

IV. SYSTEMATIC UNCERTAINTIES

The systematic uncertainty due to the calibration

procedure is 7% at 1019 eV and 15% at 1020 eV.

The systematic uncertainties on the energy scale EFD

sum up to 22%. The largest uncertainties are given by

the absolute fluorescence yield (14%) [10], the absolute

calibration of the fluorescence telescopes (9%) and the

uncertainty due to the reconstruction method of the

longitudinal shower profile (10%).

The uncertainty due to the water vapour quenching

on the fluorescence yield (5%) is taken into account as

Page 16
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Uncertainty of the energy scale

FD determines energy scale (cross calibration of SD)

Contributions to the uncertainty of the FD energy reconstruction

Uncertainty (%) Source

14 Absolute fluorescence yield

10 Reconstruction of the longitudinal shower profile

9 Absolute calibration of the fluorescence telescopes

7 Aerosol optical depth

5 Water vapour quenching

4 Invisible energy

3 Wavelength dependent response

1 Molecular optical depth

1 Multiple scattering models

22 Total

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 5 of 43

Auger Observatory 2009/2010

HiRes mono spectra 2008Photon calibration 10 %

Fluorescence yield 6 %
Missing energy correction 5 %

Aerosol concentration 5 %

Mean energy loss estimate 10 %

Total 17 %
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Figure 4: The absolute drum calibrations (hollow shapes) and the laser cross checks (solid shapes) for the
past 3 years. The different shapes represent different cameras. The same three cameras are shown for each
of the calibration trips. All points have been normalized to the June 2005 drum calibration. The systematic
uncertainty for each trip is stated below each group of points.

Drum intensity transfer to
calibrated Si photodiode 6.0%
NIST calibration[2] 1.5%
Temperature effects 3.5%
Geometrical
(alignments, areas, etc.) 1.8%
Reflections
(at FD and in lab) 1.3%
Wavelength distribution effects 2.5%
Drum non-uniformities 2.5%
Signal readouts
(currents, FADC traces, etc.) 2.3%
Camera Response Variations 4.0%
Total 9.5%

Table 1: Table of present uncertianties.
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2006 JINST 1 P11003

Figure 1. The Central Laser Facility, shown with nearby SD tank Celeste.

Figure 2. The schematic layout of the Pierre Auger Southern Observatory. The location of the CLF is
shown, as are the four FD eyes.

that have several features in common with the tracks that originate from extensive air show-
ers:

• The laser wavelength is 355 nm, which is near the middle of the nitrogen fluorescence spec-
trum that is produced by air showers. In particular, the wavelength of the light emitted from
the CLF is between two major N2 fluorescence bands at 337 nm and 357 nm.

• After accounting for atmospheric effects, the total amount of light scattered out of the laser
beam is proportional to the intensity of the beam.

– 2 –

2006 JINST 1 P11003

Figure 3. Schematic diagram of the CLF hardware. The infrastructure of the facility is shown in the grey
box. For redundancy, the optical confi guration includes both a steered beam and a fi xed-direction vertical
beam. All components are normally operated remotely.

separator mirrors that reflect only the desired 355 nm component while transmitting residual light
at the primary and seconday wavelengths. Downstream of these mirrors, the spectral purity of
the beam is better than 99.9%. After this purification, a portion of the beam is diverted into a
photo-diode detector. This detector measures the relative energy of each laser pulse.

Since the CLF is operated remotely, redundancy is an important factor in its design. Thus, to
increase the reliability of the system, the beam optics are configured in two vertical paths, with a
computer-controlled “flipper mirror” selecting between them (see figure 3). If this mirror is flipped
out of the beamline, the light passes directly to the sky when a simple cover is open. A pyroelectric
energy probe, installed in March 2005, makes a second measurement of the relative energy when
the beam is sent down this path. Approximately 8% of the beam intensity is diverted into the
probe for this measurement. If the flipper mirror is rotated into the beamline, the light is sent to
a steering head mounted on the roof of the facility. The steering head consists of two mirrors on
rotating orthogonal axes, which can direct the beam towards any direction above the horizon. The
steering head is housed within a mechanical cover that protects it from the elements when it is not
in use. A second flipper mirror can rotate a 2% filter into the path of the steered beam. This filter
is used to make low-energy laser pulses that can be fired almost horizontally towards the FD eyes

– 4 –

Vertical beam
absolute:   10%
relative:       2%
direction:  0.04° 

Steered beam
absolute:   12%
relative:       3%
direction:   0.2° 

(Fick et al. JINST 1 (2006) P11003)
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Temperature effects 3.5%
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Reflections
(at FD and in lab) 1.3%
Wavelength distribution effects 2.5%
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Total 9.5%
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Shower size is not
well defined quantity

Ecal = αeff

�
Nch(X) dX

(Risse & Heck, APP 20 (2004) 661)
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Nch(X) =
1

αeff(s,Ecut)
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dX

Conversion from energy deposit to particle 
number for fixed low-energy threshold

Shower universality:
      energy and particle independent function
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Fluorescence and direct Cherenkov light
direct relation between light flux ni at time
ti and energy deposit dE/dX i at depth Xi

nd
i =

Ti εi

4π r2
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attenuation to detector

·
�
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i + Y C
i (βi)/αi

�
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light yields

(dE/dX )i

≡ di · (dE/dX )i

Yi : Cherenkov and fluorescence yield
αi : average dE/dX per electron
Ti : light attenuation to detector
εi : detector efficiency

(wave length dependence not shown for clarity)
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Scattered Cherenkov light
scattered Cherenkov light at detector:

ns
i =

Ti εi

4π r2
i� �� �

attenuation to detector

·

scattering to detector����
f (γi) ·

�

k

Y C
k /αk Tki (dE/dX )k
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Cherenkov beam

≡
�

k

sik · (dE/dX )k

Yi : Cherenkov yield
αk : average dE/dX per electron
Tki : light attenuation along track
Ti : light attenuation to detector
εi : detector efficiency
(wave length dependence not shown for clarity)
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Total light at detector

sum of direct and scattered light:
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...
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nn
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...
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

in short:

n = C w

→ triangular matrix equation

(Unger et al. NIMA 588 (2008) 433)
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Spectrum measured by AIRFLY (34 bands)

the uncertainties for the reconstructed primary energy and the position of the
shower maximum arising from atmosphere-dependent fluorescence emission are
discussed (Sec. 5).

2 Fluorescence Modules in Offline

Kakimoto1996FluorescenceModel, K96:
The first implementation of a fluorescence module in Offline is based on the
measurements by Kakimoto et al. [4]. The fluorescence yield is parametrised in
dependence on deposited energy and on altitude by considering the pressure and√

T -dependences. The number of fluorescence photons1 in units m−1 is given
for the wavelength range between 300 and 400 nm:

ε =
(dEtot

dep/dX)
(dEtot

dep/dX)1.4 MeV
· ρ

{
A1

1 + ρB1

√
T

+
A2

1 + ρB2

√
T

}
. (4)

This module will be referred to as K96 in the following.

Nagano2004FluorescenceModel, N04:
The second fluorescence module has the same functional form of parametrisa-
tion and describes data from Nagano et al. [10,17]. These measurements provide
spectrally resolved data for 15 wavelengths between 300 and 430 nm. Also in
this description, only the pressure and

√
T -dependences are considered. The

number of fluorescence photons reads as

ε =
(dEtot

dep/dX)
(dEtot

dep/dX)0.85 MeV
·
{

ρAλ

1 + ρBλ

√
T

}
, (5)

where Aλ = dEtot
dep/dX · Φ0/(hν) and Bλ = Rair

√
293/P ′. The given tempera-

ture of 293 K is the value at which the measurements were performed. Results
obtained using this module will be denoted as N04 in the following.

AirflyFluorescenceModel, A07:
The third fluorescence description in Offline is given by the AIRFLY Collabora-
tion in 2007. This group measures the fluorescence emission at different particle
accelerators and could confirm the proportionality between fluorescence yield
and deposited energy. Thus, the fluorescence yield is independent of the kinetic
energy of the exciting particle, at least for energies above about 6 keV [7]. The
fluorescence yield is given as [8]

Yλ(P, T ) = Y337(P0, T0) · Iλ(P0, T0) ×
1 + P0

P ′(λ,T0)

1 + P0

P ′(λ,T0)
√

T/T0

. (6)

Y337(P0, T0) is the fluorescence yield at 337.1 nm as measured at their standard
experimental conditions which are P0 = 800 hPa and T0 = 293 K. The other
transitions have been measured relatively to that at 337.1 nm and are given by
Iλ(P0, T0). Overall, 34 transitions could be resolved between 295 and 430 nm.

1For a definition of fluorescence yield, efficiency etc. and how it is used in different publi-
cation, see [1].
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Kakimoto et al. 1996 & Bunner 1967

Nagano et al. 2004

AIRFLY et al. 2007

34 wavelength bands,
normalized to 337.1nm of Nagano

(17 wavelength bands)

Plans: extension of FY calculation to include water vapor quenching and temperature effects
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Is the Auger/HiRes spectrum discrepancy due to
different fluorescence yield models?

Nagano/AIRFLY vs. Kakimotoafter FD wavelength dependent
detector efficiency
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Is the Auger/HiRes spectrum discrepancy due to
different fluorescence yield models?

Nagano/AIRFLY vs. Kakimoto after FD wavelength dependent
detector efficiency
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ARTICLE IN PRESS

The curve in Fig. 27 is the result of an iterated spline fit
beginning with a response curve predicted from manufacturer’s
specifications for FD components. The shape of this initial curve is
dominated by the FD PMT QE and the UV filter transmission. The
final fit includes effects of the notch filter transmission widths
(15nm FWHM), the reference PMT QE, the xenon light source
emission spectrum, and the relative drum intensity for each filter,
all measured in the lab, and the observed FD response to the drum
for each filter. The relative uncertainty at each wavelength on the
curve is 5%.

5.7. FD relative calibration system

The relative optical calibration system [41] is used to monitor
detector response and to track absolute calibration between drum
calibrations. The system is used before and after each night of
operation. Three positions (A, B, and C) are illuminated for each
camera, monitoring different groups of detector components.
Light is distributed through optical fibers, from permanently
installed light sources. All components use quartz optics (Fig. 28).

The A fiber light source is a 470nm LED [38]. A 7:1 splitter at
the source provides light to 6 fibers, running to a 1mm thick
Teflon diffusor located at the center of each mirror in the FD
building, illuminating the camera face. The remaining fiber
provides light for an output monitoring photodiode at the source.
The A fiber LED is driven by a constant current source circuit.
Normal operation pulses the LED for a series of 60ms pulses.

Each of the B and C light sources are xenon flash lamps [42].
Each source is mounted at the focus of a f/1.5 lens, with
downstream optics including a beam splitter (for a source
monitoring fiber), a filter wheel, and an f/2.4 lens focusing onto
a 7:1 splitter. The seven fibers run to each fluorescence telescope,
and to a monitor for each output, as for the A fiber. The B source
fibers are split near each camera and terminate at 1mm thick
Teflon diffusors located at the sides of the camera, with the light
directed at the mirror. The C source fibers are also split, and
terminate outside the aperture with the light directed outwards.
Tyvek sheets are mounted on the inside of the aperture shutters.
The sheets are positioned such that they are opposite the fiber
ends when the shutters are closed, and the diffuse light scattered
off the Tyvek enters the aperture.

The B source includes a Johnson-U filter [43], approximating
the full wavelength acceptance of the fluorescence telescopes. The
C source filter wheel containing interference filters is centered at
wavelengths of 330, 350, 370, 390 and 410nm, for monitoring

detector stability at wavelengths spanning the spectral accep-
tance.

6. Performance, operation and monitoring of the detector

All four fluorescence sites have been completed and are in
operation. Los Leones has been in full operation since March 2004
and Coihueco since July 2004. Los Morados began data acquisition
in April 2005, and the fourth site at Loma Amarilla started its
operation in February 2007.

6.1. Uptime fraction

The operation of the fluorescence detector can be character-
ized by the uptime, or the fraction of the total time in which the
FD was acquiring data. Anything that disables the measurement is
considered as dead time. The main contributions to the dead time
are the presence of the sun and nearly full moon on the sky, poor
weather and the presence of the moon in any phase within 51 in
the FOV of a telescope. The position of the moon can be calculated
in advance and the shutters of individual telescopes are closed
when the moon approaches.

The shutters are also automatically closed when the weather
conditions become dangerous for operation (high wind speed,
rain, snow, etc.) and when the observed sky brightness (caused
mainly by scattered moonlight) is too high. The influence of
weather effects depends on the season, with the worst conditions
typically occurring during Argentinian summer. Other periods of
dead time are caused by the activity of atmosphere monitoring
instruments, mostly by lidar stations and the Central Laser
Facility, readout of the electronics, and any hardware or software
problems.

The value of uptime fraction has been derived from the data
and is cross-checked by several techniques. The average uptime
fraction for the whole observation period is around 13% of the
total time since operations commenced. Averaged uptime frac-
tions for individual telescopes are shown in Fig. 29. For Los Leones
and Coihueco the values refer to the period January 2005 to
January 2008, for Los Morados and Loma Amarilla the average is
calculated from the individual start of operation till January 2008.

The Loma Amarilla building does not yet have a dedicated
power line. The site is powered by a generator, which is less
reliable and has caused a lower uptime compared to other FD sites.
The knowledge of uptime fraction is essential for physics analysis
such as hybrid spectrum determination, for details see Ref. [32].
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Fig. 27. The results of the multi-wavelength measurements (see text and Ref. [44].)

Source A
with diffuser

Source B with diffuser

Source C

Tyvek reflector

Fig. 28. A schematic showing positions of light sources for three different relative
calibrations of the telescope.
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HiRes FY model:
• yield of Kakimoto et al. 1996
• spectrum of Bunner 1967
• track length calculation

(Unger & Keilhauer, 6th Fluorescence yield workshop 2008 & ICRC 2009)



Impact of fluorescence yield model
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Influence on E and Xmax - Model Comparison
(no humidity and temperature yet...)
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Attention: direct comparison of Auger and HiRes fluorescence yields not possible

(Unger & Keilhauer, 6th Fluorescence yield workshop 2008 & ICRC 2009)

Differences small if energy deposit is used in calculation



Calorimetric vs. total shower energy
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comparing the data points with the iron and proton esti-
mates given by the two models. This procedure will be
described in more detail in the following section.

Since the mean Xmax values for pure proton showers are
larger in the case of SIBYLL, we had to re-calculate the
proton fraction that corresponds to the data points and
adjust the input composition to contain a larger fraction

of iron showers. The difference in the proton fractions used
as input to the MC for the two models are shown in Fig. 5.
The Xmax distributions of reconstructed MC events that
passed all our quality requirements are shown in Fig. 6
for the two models. The close agreement of the distribu-
tions for the QGSJet and SIBYLL simulations demon-
strates that we place simulated showers at the same
distribution of atmospheric depths for either model.

In both cases, we determine the ‘‘missing energy’’ from a
comparison of the total shower energy to the integral of the
shower profile that has been multiplied by the mean ioniza-
tion loss rate. Instead of applying an average correction for
proton and iron showers, we determine the correction for
the fraction of simulated proton and iron showers that
were accepted in our detector response simulation and suc-
cessfully reconstructed.

Using the same analysis procedure for each of the two
hadronic interaction models, we did not find any significant
differences in our extensive set of comparisons between dis-
tributions of data and simulated events with the two MC
sets. Fig. 7 shows the ratio of the apertures that result from
simulations using the QGSJet and SIBYLL libraries of air
showers. No smoothing algorithms have been applied to
the calculated acceptances. The same random number
seeds were used for the two MC sets to reduce statistical
fluctuations. Both the normalization, which is consistent
with 1, and the zero slope of the fit to this ratio show that
the effect is negligible compared to the statistical uncertain-
ties in our data-set. We thus find that if we apply our pro-
cedure to estimate the detector aperture in a consistent
way, the result does not depend on the chosen hadronic
interaction model. This is important since the models are
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Fig. 4. Estimates of ionization energy fraction derived from shower
profiles. The ratio of ionization energy to total energy is shown for proton
(upper points, in magenta) and iron primaries (lower points, in black)
versus the logarithm of the total energy. The squares are results from
simulations with SIBYLL, the circles correspond to QGSJet. (For
interpretation of the references in colour in this figure legend, the reader
is referred to the web version of this article.)
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R.U. Abbasi et al. / Astroparticle Physics 27 (2007) 370–381 375
(HiRes, APP 27 (2007) 370)

Auger reconstruction:
• energy correction for QGSJET 01
• mean of p and Fe
• Barbosa et al.  APP 22 (2004) 159



Correction of spectrum for energy resolution
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The combined Auger energy spectrum
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Auger: energy scales of FD and SD different
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PROCEEDINGS OF THE 31st ICRC, !ÓDŹ 2009 3
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Fig. 3: The dependence of the relative deviation between

the simulated and the estimated EM signals on the

primary particle. The results are presented for 10EeV

energy showers and zenith angles up to 50◦.
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IV. INDIVIDUAL HYBRID SIMULATION

The FD and SD signals can be compared to the model

predictions on an event-by-event basis with a technique

based on the simulation of individual high quality hybrid

events. The shower simulations are done using SENECA

[11] and QGSJET II as high energy hadronic interaction

model. The surface detector response has been simu-

lated with GEANT4 and extensively tested [12]. We

use hybrid events with 18.8 < log10(E/eV) < 19.2
that satisfy the quality cuts used in the FD-SD energy

calibration and Xmax analyses [7], [13]. Each event is at

first simulated 400 times using the geometry and energy
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Fig. 5: The observed longitudinal (top panel) and lateral

(bottom panel) profiles for one of the hybrid events.

The best-matching simulation is shown by the full (top)

and dashed (bottom) line (without rescaling of the muon

number relative to the model prediction).

given by the hybrid reconstruction of the event. The

primary is taken as proton or iron as is most probable

based on the measured Xmax of the event. The three

simulated showers with the lowest χ2 with respect to

the FD data are then re-simulated using a lower thinning

level to have a high quality simulation of the particles

reaching ground. Finally, the actual detector response to

each of the simulated events is obtained using [14]. The

longitudinal profiles and the lateral distribution functions

variation among the three simulations is ≈ 5 and 15%,
respectively . The measured longitudinal profile together

with that of the best-matching simulated event is shown

in Fig. 5 (top panel) for one representative event; in the

bottom panel, the measured tank signals are compared

to those of the simulated event.

An overall rescaling of the surface detector signals

results in a residual discrepancy which increases ap-

proximately linearly with secθ of the events; a possible
interpretation of this deficit of signal is a lack of muons

in the simulations. The preferred energy and muon

shift within the Golden Hybrid method can be found

determining for each event the reconstructed S(1000),

Procedure
• Simulation of 400 showers

with reconstructed geometry
• Proton or iron primaries
• SD simulation for best long. profile
• Reconstruction of hybrid event

Results
•Muon deficit found in both

proton and iron like showers
• Showers with same Xmax show

10-15% variation of S(1000)



Auger: comparison of results
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Energy scale rel. to FD
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Results of different methods consistent
• shift of energy scale expected
•muon deficit in simulation even with shifted energy scale

But:  All results depend directly or indirectly on simulation of em. component

QGSJET II:
Nµrel = 1.0 (protons)
Nµrel = 1.32 (iron)



Telescope Array: similar energy scale difference
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TA SD and HiRes Spectra
Energy Scale

Energy scale is 
determined more 
accurately by FD than by 
CORSIKA QGSJET-II
Set SD energy scale to 
FD energy scale using 
well-reconstructed events 
seen by both detectors:
27% renormalization.

Energy Scale
Energy scale is 
determined more 
accurately by FD than by 
CORSIKA QGSJET-II
Set SD energy scale to 
FD energy scale using 
well-reconstructed events 
seen by both detectors:
27% renormalization.

Suppression of flux at ultra-high energy
confirmed with scintillator array

(TA Collab., Thomson, ICHEP 2010)



Status of energy scale uncertainty
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• Typical uncertainty scale 20%, but sources different (consistency?)

• Experiments agree within systematic uncertainties

• Many small differences, but no obvious source for a 20% energy shift

•What about the different energy scales of SD and FD ?

• Are we happy with this status ?

• How to make progress ?



Use of a point light source

Advantages:

Probe the point spread function in different parts of the FOV

→ Verification of telescope optics and its simulation

Calibration on sub-pixel scale (inhomogeneity of a pixel)

Disadvantage:

Not feasible to calibrate all pixels of all telescopes

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 8 of 43

Proposal: cross-calibration of Auger and TA
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The Octocopter
1

Electronically stabilised

2.5 kg without payload

Payloads up to ∼1 kg

Powered by LiPo battery (4S)

20 min flight time

40 km/h rising speed

1
Available as assembly kit at

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 12 of 43

The Octocopter
1

Electronically stabilised

2.5 kg without payload

Payloads up to ∼1 kg

Powered by LiPo battery (4S)

20 min flight time

40 km/h rising speed

1
Available as assembly kit at

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 12 of 43

The Octocopter
1

Electronically stabilised

2.5 kg without payload

Payloads up to ∼1 kg

Powered by LiPo battery (4S)

20 min flight time

40 km/h rising speed

1
Available as assembly kit at

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 12 of 43

Add-ons for the Octocopter

Pressure sensor:
Altitude stabilisation

Controlled ascent and descent

Bi-directional radio link (868 MHz):
Receive diagnostic information (voltage, bus errors, . . . )
Configure and send instructions during flight

GPS receiver and 3d compass:
Stabilisation of position (± 2 m) and orientation (± )
2d waypoint flight → program to fly along a path

Extension port:
Hardware schematics and source code are open

→ Connect your own extension

F. Werner – Calibrating the Auger FD Using a Flying Light Source 26. October 2010 13 of 43

(Diploma theses Maria Radosz, Julia Parrisius, Felix Werner)



Calibrated and stabilized light source

29

Design of the light source
Homogeneity due to:

12 UV-LEDs with silicone lenses

Dodecahedron (ABS) as body

Tyvek coating of body

∅ cm diffuser (polystyrene)
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→ Final weight: 150 g

F. Werner – Calibrating the Auger FD Using a Flying Light Source

26. October 2010
18 of 43

Requirements on the light source
From telescope:

Emission spectrum in UV
Defined µs light pulses
Configurable intensity
Synchronisation with GPS PPS

From Octocopter:
Homogeneous within ± 20°
Small
Light (�1 kg)

→ Optimisation of previous design2 for dimensions and weight
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2See diploma thesis of J. Parrisius (2009)
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5.3 Absolute Calibration of the Light Source

Table 5.3. Pulse energies of the light source and their statistical uncertainties.

Pulse Length Amplitude 0 Amplitude 1 Amplitude 2

8 µs 0.52 µJ ± 1.3 % 0.80 µJ ± 0.8 % 1.37 µJ ± 0.5 %
16 µs 1.07 µJ ± 0.6 % 1.60 µJ ± 0.4 % 2.69 µJ ± 0.2 %
64 µs 4.26 µJ ± 0.2 % 6.36 µJ ± 0.1 % 10.79 µJ ± 0.1 %

Table 5.4. Contributions to the systematic uncertainties of the pulse energies of the light source.

Uncertainty (%) Source

2.0 Reflections and geometry
2.0 Inaccuracy of electrometer
1.5 Responsivity and active area of photodiode (from NIST)
1.0 Intensity stability of the light source

3.4 Total

31


